**LAB ASSIGNMENT – 12**

**NAME** : KARTHIK RAM .D

**HALL.NO** : 2403A52384

**BATCH** : AI 14

**AI USED**  : PERPLEXITY.AI , GEMINI

**PROMPT 01 :**

Write a Python function for the Bubble Sort algorithm. Please add inline comments to explain the key logic, including the purpose of the passes, the comparison and swapping of elements, and how the algorithm terminates. After the code, provide a brief analysis of its time and space complexity

**CODE :**

def bubble\_sort(arr):

    n = len(arr)

    # Traverse through all array elements. This outer loop represents each pass.

    for i in range(n):

        # A flag to optimize the sort. If no swaps occur in a pass, the array is already sorted.

        swapped = False

        # The last i elements are already in place, so the inner loop range can be reduced.

        for j in range(0, n-i-1):

            # Traverse the array from 0 to n-i-1.

            # Swap if the element found is greater than the next element.

            if arr[j] > arr[j+1]:

                arr[j], arr[j+1] = arr[j+1], arr[j] # This is the swapping logic.

                swapped = True # Set the swapped flag to True to indicate a swap occurred.

        # If no two elements were swapped by inner loop, then break. The list is sorted.

        if not swapped:

            break

    return arr

# Example usage:

my\_list = [64, 34, 25, 12, 22, 11, 90]

sorted\_list = bubble\_sort(my\_list)

print("Sorted array is:", sorted\_list)

**OUTPUT :**

**![](data:image/png;base64,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)**

**CODE EXPLANATION :**

* The function bubble\_sort takes a list arr as input.
* The outer loop (for i in range(n)) iterates through the list for each pass. With each pass, the next largest element "bubbles up" to its correct position at the end of the unsorted portion.
* The inner loop (for j in range(0, n-i-1)) compares adjacent elements arr[j] and arr[j+1].
* If arr[j] is greater than arr[j+1], their positions are swapped.
* A swapped flag is used for optimization. If an entire pass is completed without any swaps, it means the list is already sorted, and the function can terminate early.

**PROMPT 02 :**

Here is my Python implementation of Bubble Sort. For a list that is already partially sorted, is there a more efficient sorting algorithm? Please provide the code for that alternative algorithm and explain why it performs better than Bubble Sort on nearly sorted data

**CODE :**

def bubble\_sort(arr):

    n = len(arr)

    # Outer loop for passes

    for i in range(n):

        swapped = False

        # Inner loop for comparisons and swaps

        for j in range(0, n-i-1):

            if arr[j] > arr[j+1]:

                arr[j], arr[j+1] = arr[j+1], arr[j]

                swapped = True

        # If no swaps in a pass, array is sorted

        if not swapped:

            break

    return arr

# Example with a partially sorted array

partially\_sorted = [2, 1, 4, 6, 5, 8]

sorted\_list = bubble\_sort(partially\_sorted.copy())

print(f"Bubble Sort Result: {sorted\_list}")

**OUTPUT :**

**![](data:image/png;base64,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)**

**CODE EXPLANATION :**

Bubble Sort Code Explanation

* def bubble\_sort(arr):: Defines a function named bubble\_sort that takes one argument, a list arr, which it will sort.
* n = len(arr): Gets the total number of elements in the list and stores it in the variable n.
* for i in range(n):: This is the outer loop that controls the number of "passes." The algorithm needs at most n passes to sort the list completely.
* swapped = False: A flag is created at the start of each pass. It's used to check if any swaps were made during this pass. This is an optimization.
* for j in range(0, n-i-1):: This is the inner loop where adjacent elements are compared. The range decreases with each outer loop pass (n-i-1) because the largest elements are already moved to the end of the list.
* if arr[j] > arr[j+1]:: This condition checks if the current element is greater than the one next to it.
* arr[j], arr[j+1] = arr[j+1], arr[j]: If the condition is true, this line performs the swap, putting the smaller element first.
* swapped = True: The flag is set to True to record that a swap has occurred in this pass.
* if not swapped: break: After the inner loop completes, this checks the flag. If no swaps were made (swapped is False), it means the list is already sorted, and the break statement exits the outer loop early to save time.
* return arr: The function returns the final sorted list.

Insertion Sort Code Explanation

* def insertion\_sort(arr):: Defines a function named insertion\_sort that accepts a list arr to be sorted.
* for i in range(1, len(arr)):: This loop iterates from the second element (index 1) to the end of the list. It treats the portion of the list before index i as the "sorted" part.
* key = arr[i]: The current element to be sorted is selected and stored in the key variable. The goal is to insert this key into its correct place within the sorted part of the list (arr[0...i-1]).
* j = i - 1: A new variable j is initialized to the index just before the key. This j will be used to scan backwards through the sorted part of the list.
* while j >= 0 and key < arr[j]:: This while loop runs as long as two conditions are met:
  1. j >= 0: We haven't reached the beginning of the list.
  2. key < arr[j]: The key element is smaller than the element at position j in the sorted part.
* arr[j + 1] = arr[j]: While the loop runs, it shifts the larger element (arr[j]) one position to the right to make space for the key.
* j -= 1: The index j is decremented to compare the key with the next element to the left.
* arr[j + 1] = key: Once the while loop finishes, j+1 is the correct position for the key. This line inserts the key into the empty spot created by the shifting.
* return arr: After iterating through all elements, the function returns the fully sorted list.

**PROMPT 03 :**

Please provide Python implementations for both Linear Search and Binary Search. For each function, include a detailed docstring explaining what the function does, its parameters, what it returns, and a 'Performance Notes' section within the docstring that describes its time complexity. Also, explain the conditions under which Binary Search is preferable to Linear Search.

**CODE AND OUTPUT 1:**

def linear\_search(arr, target):

    """

    Performs a linear search to find the index of a target element in a list.

    This function iterates through each element of the list one by one until it

    finds the target or reaches the end of the list.

    Parameters:

    arr (list): The list to be searched. It can be sorted or unsorted.

    target: The element to search for.

    Returns:

    int: The index of the target element if found, otherwise -1.

    Performance Notes:

    - Time Complexity: O(n), where 'n' is the number of elements in the list.

      In the worst-case scenario, it has to scan the entire list.

    """

    for i in range(len(arr)):

        if arr[i] == target:

            return i  # Target found, return its index

    return -1  # Target not found in the list

**CODE AND OUTPUT 2:**

def binary\_search(arr, target):

    """

    Performs a binary search to find the index of a target element in a sorted list.

    This function repeatedly divides the search interval in half. If the value of the

    search key is less than the item in the middle of the interval, it narrows

    the interval to the lower half. Otherwise, it narrows it to the upper half.

    Parameters:

    arr (list): The list to be searched. IMPORTANT: This list must be sorted.

    target: The element to search for.

    Returns:

    int: The index of the target element if found, otherwise -1.

    Performance Notes:

    - Time Complexity: O(log n), where 'n' is the number of elements in the list.

      This is significantly faster than linear search for large lists because it

      eliminates half of the remaining elements with each comparison.

    """

    low = 0

    high = len(arr) - 1

    while low <= high:

        mid = (low + high) // 2  # Find the middle index

        # Check if target is present at mid

        if arr[mid] == target:

            return mid

        # If target is greater, ignore the left half

        elif arr[mid] < target:

            low = mid + 1

        # If target is smaller, ignore the right half

        else:

            high = mid - 1

    return -1  # Target is not present in the array

**CODE EXPLANATION :**

Linear Search

* def linear\_search(arr, target):: Defines a function that takes a list arr and a target value to find.
* for i in range(len(arr)):: This loop iterates through every index i of the list, from the beginning to the end.
* if arr[i] == target:: At each position, it checks if the element at the current index i matches the target.
* return i: If a match is found, the function immediately stops and returns the index i.
* return -1: If the loop finishes without finding the target, it means the element is not in the list, so the function returns -1.

Binary Search

* def binary\_search(arr, target):: Defines a function that takes a sorted list arr and a target value.
* low = 0, high = len(arr) - 1: Initializes two pointers: low at the start of the list and high at the end. These define the current search space.
* while low <= high:: The search continues as long as the low pointer is not past the high pointer.
* mid = (low + high) // 2: Calculates the middle index of the current search space.
* if arr[mid] == target:: Checks if the element at the middle index is the target. If yes, the index is returned.
* elif arr[mid] < target:: If the middle element is less than the target, it means the target must be in the right half of the search space. So, low is updated to mid + 1.
* else:: If the middle element is greater than the target, it means the target must be in the left half. So, high is updated to mid - 1.
* return -1: If the while loop finishes, the low pointer has crossed the high pointer, meaning the target was not found. The function returns -1.

**PROMPT 04:**

I have the following partially completed recursive functions for Quick Sort and Merge Sort. Please complete the missing logic inside the functions. Also, add a detailed docstring to each function that explains its purpose, parameters, return value, and its average, best, and worst-case time complexities. Finally, provide a brief comparison of how they perform on random, sorted, and reverse-sorted lists

**CODE AND OUTPUT 01 :**

def quick\_sort(arr):

    """

    Sorts a list using the Quick Sort algorithm via recursion.

    It works by selecting a 'pivot' element and partitioning the other

    elements into two sub-lists according to whether they are less than

    or greater than the pivot. The sub-lists are then sorted recursively.

    Parameters:

    arr (list): The list of elements to be sorted.

    Returns:

    list: A new list containing the sorted elements.

    Complexity Analysis:

    - Average Case: O(n log n) - Highly efficient for random data.

    - Best Case: O(n log n) - When partitions are perfectly balanced.

    - Worst Case: O(n^2) - Occurs with sorted or reverse-sorted data if the pivot is chosen poorly (e.g., always the first or last element), leading to unbalanced partitions.

    """

    if len(arr) <= 1:

        return arr  # Base case: a list of 0 or 1 elements is already sorted.

    # Choose the middle element as the pivot to improve performance on sorted lists

    pivot = arr[len(arr) // 2]

    # Partition the list into three parts

    left = [x for x in arr if x < pivot]    # Elements smaller than the pivot

    middle = [x for x in arr if x == pivot] # Elements equal to the pivot

    right = [x for x in arr if x > pivot]   # Elements larger than the pivot

    # Recursively sort the left and right parts and combine them

    return quick\_sort(left) + middle + quick\_sort(right)

**CODE AND OUTPUT 02 :**

def merge\_sort(arr):

    """

    Sorts a list using the Merge Sort algorithm via recursion.

    It is a divide-and-conquer algorithm that divides the list into two

    halves, recursively sorts them, and then merges the sorted halves.

    Parameters:

    arr (list): The list of elements to be sorted.

    Returns:

    list: A new list containing the sorted elements.

    Complexity Analysis:

    - Average, Best, and Worst Case: O(n log n) - Its performance is very

      consistent because the list is always split into equal halves.

    """

    if len(arr) <= 1:

        return arr  # Base case: a list of 0 or 1 elements is already sorted.

    # 1. Divide

    mid = len(arr) // 2

    left\_half = arr[:mid]

    right\_half = arr[mid:]

    # 2. Conquer (Recursively sort the halves)

    left\_sorted = merge\_sort(left\_half)

    right\_sorted = merge\_sort(right\_half)

    # 3. Combine (Merge the sorted halves)

    return merge(left\_sorted, right\_sorted)

def merge(left, right):

    """Helper function to merge two sorted lists."""

    sorted\_list = []

    i = j = 0

    while i < len(left) and j < len(right):

        if left[i] < right[j]:

            sorted\_list.append(left[i])

            i += 1

        else:

            sorted\_list.append(right[j])

            j += 1

    # Append any remaining elements

    sorted\_list.extend(left[i:])

    sorted\_list.extend(right[j:])

    return sorted\_list

**CODE EXPLANATION :**

Quick Sort

* Base Case: The recursion stops if the list has 0 or 1 element, as it's already considered sorted.
* Pivot Selection: An element is chosen as the "pivot." Here, we use the middle element, which helps avoid the worst-case scenario on sorted lists.
* Partitioning: The list is divided into three smaller lists: left (elements smaller than the pivot), middle (elements equal to the pivot), and right (elements larger than the pivot).
* Recursive Call: The quick\_sort function is called again on the left and right lists.
* Combine: The final sorted list is created by combining the sorted left list, the middle list, and the sorted right list.

Merge Sort

* Base Case: The recursion stops when a list has 0 or 1 element.
* Divide: The list is split into two halves: left\_half and right\_half.
* Conquer (Recursive Call): merge\_sort is called recursively on both halves until the base case is reached. This breaks the original list down into lists of single elements.
* Combine (Merge): The merge helper function takes two sorted lists and combines them into one larger sorted list by repeatedly comparing the first elements of each and appending the smaller one to the result.

**PROMPT 05 :**

"I have written a brute-force Python function to find duplicate elements in a list. It works, but it's very slow on large inputs. Can you provide a more optimized version of this algorithm that can find the duplicates more efficiently? Please explain how your optimized version improves the time complexity and compare their performance

**CODE AND OUTPUT 1 :**

def find\_duplicates\_brute\_force(arr):

    duplicates = []

    n = len(arr)

    for i in range(n):

        for j in range(i + 1, n):

            if arr[i] == arr[j] and arr[i] not in duplicates:

                duplicates.append(arr[i])

    return duplicates

**CODE AND OUTPUT 2 :**

def find\_duplicates\_optimized(arr):

    """

    Finds duplicate elements in a list using an optimized, O(n) approach.

    It uses a set to keep track of seen elements, achieving linear time complexity.

    """

    seen = set()

    duplicates = set()

    for element in arr:

        # If the element has been seen before, it's a duplicate

        if element in seen:

            duplicates.add(element)

        else:

            # Otherwise, add it to the set of seen elements

            seen.add(element)

    return sorted(list(duplicates))

**CODE EXPLANATION :**

Brute-Force Algorithm

* for i in range(n):: The outer loop that selects an element.
* for j in range(i + 1, n):: The inner loop that compares the selected element with all subsequent elements.
* if arr[i] == arr[j]...: Checks if two elements are identical.
* ... and arr[i] not in duplicates:: This is the slow part. To avoid adding the same duplicate multiple times, it performs a linear search on the duplicates list.

Optimized Algorithm

* seen = set(): Initializes an empty set to store unique numbers we have encountered so far.
* duplicates = set(): Initializes a set to store the duplicate numbers found (using a set avoids storing the same duplicate multiple times automatically).
* for element in arr:: A single loop that iterates through the list just once.
* if element in seen:: This is the fast part. It checks if the current element is already in the seen set. This check is, on average, an O(1) operation.
* duplicates.add(element): If the element was already in seen, it's a duplicate, so it's added to the duplicates set.
* seen.add(element): If the element is new, it's added to seen for future checks.